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МЕТОД ИДЕНТИФИКАЦИИ МОДЕЛЕЙ ОТКАЗОВ 
РАДИОЭЛЕКТРОННОЙ АППАРАТУРЫ СРЕДСТВ 

АВТОМАТИЗАЦИИ УПРАВЛЕНИЯ ДИНАМИЧЕСКИМИ 
СИСТЕМАМИ

Обоснован эффективный непараметрический метод идентификации моделей отказов 
радиоэлектронной аппаратуры средств автоматизации управления динамическими систе­
мами. Сущность предложенного метода заключается в том, что по малым выборкам, 
представленным в виде вариационного ряда, практически всегда можно найти такое пре­
образование, в результате которого будет получена статистика, не зависящая от парамет­
ров распределения генеральной совокупности. Функцию распределения такой статистики 
представляется целесообразным определять в результате статистического моделирования, 
если аналитическое построение ее затруднено.

Ключевые слова: модель отказов, идентификация, непараметрический метод, дина­
мическая система, супериндикатор.

METHOD OF IDENTIFYING MODELS OF ELECTRONIC 
EQUIPMENT FAILURE OF AUTOMATION CONTROL OF DYNAMIC 

SYSTEMS

In the article the effective non-parametric method to identify patterns of failures of 
electronic equipment automation of dynamic systems. The essence of the offered method is that 
on the small selections presented in the form of a variation row, practically always it is possible 
to find such transformation as a result of which the statistics which isn't depending on 
parameters of distribution of population will turn out. It is advisable to define function of 
distribution of such statistics as a result of statistical modeling if analytical construction it is 
complicated.

Key words: failure model, identification, non-parametric method, dynamical system, 
superindikator.

К настоящему времени накоплен из­
вестный опыт разработки и применения от­
дельных математических приемов для иден­
тификации моделей отказов радиоэлектрон­
ной аппаратуры средств автоматизации 
управления динамическими системами [1].

Однако до сих пор не сложилось единой ме­
тодической основы получения дискримина­
ционных функций. Задача осложняется тем, 
что решения корректны только при условии 
учета совокупности характеристик, между 
которыми возможна стохастическая связь.
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Связь эту необходимо не только выявить и 
оценить, но и учесть в процессе решения за­
дач синтеза и анализа электронных систем.

В силу того, что характер сигналов не 
поддается строгому регулярному описанию, 
имеет смысл воспользоваться для формали­
зации элементами теории вероятностей. 
Введя в рассмотрение случайный характер 
исследуемых параметров xi, можно приме­
нять известные приемы их формального 
описания. Очевидно, что наиболее полную 
информацию о случайном процессе несет 
плотность распределения его координат 
f  (x 1, x 2,..., x n). Однако сложность исполь­
зования многомерных распределений за­
ключается в известных трудностях их иден­
тификации и ограниченности форм явного 
описания. Так, пожалуй, единственным 
обобщением многомерного распределения в 
явном виде является многомерная плотность 
нормального закона

f  ( x b  x 2 , . . . , x n )  =

= C exp[ -Q  (xi -  ai, x 2 -  a^ ,..., xn -  an )],

где Q (xi, x2 , . ., xn) = £ = qkixkx i -  положи-
k,l

тельно определенная квадратичная форма; 
a i ,  a 2 ,..., a n -  математические ожидания 
случайных величин xi, x2, ..., xn; С и qki = 4ik -  
коэффициенты выражаемые через диспер­
сии aj2, с 2;,...,С  и коэффициенты корреля­
ции гы между xk и x t соответственно.

Нормальное распределение играет фун­
даментальную роль в теории вероятности и 
математической статистике, так как основ­
ные положения этих математических дис­
циплин предполагают нормальное распре­
деление генеральной совокупности. Однако 
информационная ситуация, в условиях ко­
торой принимается решение, часто не по­
зволяет однозначно постулировать допуще­
ние о нормальном распределении.

Сложность и неоднородность условий 
реализации электронных систем обусловли­
вает необходимость исследования, в основу 
которого целесообразно положить специфи­
ческие методы статистического анализа.

Опыт проведения подобных исследований в 
различных областях науки и техники позво ­

лил выявить ряд методов , которые могут 
эффективно применяться для оценки дина ­

мики процессов функционирования элек ­

тронных систем . Однако быстрое старение 
информации и ограниченный ее объем дик ­

тует применение методов , использующих 
инвариантные статистики теории стохасти ­

ческой индикации [ 2 ] .

Сущность данного подхода заключается 
в том , что по малым выборкам , представ ­

ленным в виде вариационного ряда , прак ­

тически всегда можно найти такое преобра ­

зование , результатом которого станет ста ­

тистика , не зависящая от параметров рас ­

пределения генеральной совокупности . 

Функцию распределения такой статистики 
представляется целесообразным определять 
в результате статистического моделирова ­

ния , если аналитическое построение ее за ­

труднено . Таким образом , данный подход 
относится к классу непараметрических ме ­

тодов проверки гипотез о виде закона рас ­

пределения .

Основой построения преобразования , 

приводящего к формированию инвариант­

ной статистики, служит вариационный ряд
xim) < xjm) <... < x̂mm) , составленный из вы ­

борки независимых случайных величин 
xi , x2 ,..., x m . Плотность совместного рас­

пределения членов вариационного ряда
m

f  ( x l , x 2 , . . . , x m )  =  m !  П  f i ( x i ) ,
i = i

где f  (x i) -  плотность распределения слу­

чайной величины x i ; m  -  количество на­

блюдений в выборке .

Избавиться от параметров распределе­

ния генеральной совокупности можно , под ­

вергнув члены вариационного ряда проме­

жуточному преобразованию . Так , для вы ­

борки случайных величин x i объемом m  =  2  

из генеральной совокупности с экспоненци ­

альным законом распределения такое пре ­

образование имеет вид

к  = xi / x2 ; xi < x2 .
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Д е й с т в и т е л ь н о ,  п р и м е н и в  о б р а т н о е  

п р е о б р а з о в а н и е  Н .В .С м и р н о в а  к  с л у ч а й н ы м  
в е л и ч и н а м  х 1 и  х 2, п о л у ч и м  в ы р а ж е н и е

ln(1 -  а 1) 
к  = —1----- —,

ln(1 - а 2)

к о т о р о е  з а в и с и т  н е  о т  п а р а м е т р о в  э к с п о н е н ­

ц и а л ь н о г о  р а с п р е д е л е н и я ,  н о  т о л ь к о  о т  с л у ­

ч а й н ы х  в е л и ч и н  a i  < а 2 , р а в н о м е р н о  р а с ­

п р е д е л е н н ы х  с  с о в м е с т н о й  п л о т н о с т ь ю  в е ­

р о я т н о с т и  f a  ( a 1, a 2 ) =  2 !.

А н а л о г и ч н о  м о ж н о  п о к а з а т ь ,  ч т о  д л я  
в ы б о р к и  о б ъ е м о м  m  =  3 и з  г е н е р а л ь н о й  с о ­

в о к у п н о с т и  с  р а в н о м е р н ы м  з а к о н о м  р а с п р е ­

д е л е н и я  п р о м е ж у т о ч н о е  п р е о б р а з о в а н и е  

и м е е т  в и д

х23) -  xi3) а 2 -  а 1 
к  = - 2 1 -  2 1

х33) -  х13) а 3 - а 1 ’

г д е  а 1 < а 2  <  а 3  -  у п о р я д о ч е н н ы е  с л у ч а й н ы е  

в е л и ч и н ы ,  р а в н о м е р н о  р а с п р е д е л е н н ы е  в  

и н т е р в а л е  [0 ; 1 ].
Д л я  в ы б о р к и  т о г о  ж е  о б ъ е м а  и з  г е н е ­

р а л ь н о й  с о в о к у п н о с т и  с  н о р м а л ь н ы м  з а к о ­

н о м  р а с п р е д е л е н и я

х (3) х (3) ~  ~  
х 2  -  х 1 _  ^ 2  - Ц1

IV  —  "

х 3 3) -  х 1 3) Пз - r h ’

г д е  %  <  ^ 2  <  ^ 3 -  у п о р я д о ч е н н ы е  с л у ч а й ­

н ы е  в е л и ч и н ы ,  р а с п р е д е л е н н ы е  п о  с т а н ­

д а р т н о м у  н о р м а л ь н о м у  з а к о н у .

У в е л и ч е н и е  н а б л ю д е н и й  в  в ы б о р к е  п о ­
з в о л я е т  с т р о и т ь  с о в о к у п н о с т ь  п р о м е ж у т о ч ­

н ы х  п р е о б р а з о в а н и й  п о  а н а л о г и ч н о й  с х е м е . 

Т а к а я  с о в о к у п н о с т ь  х а р а к т е р и з у е т с я  и н т е ­

г р а л ь н о й  ф у н к ц и е й  с о в м е с т н о г о  р а с п р е д е ­

л е н и я  G ( k , i  = 1 , m - r ) ,  г д е  r  -  ч и с л о  п а р а ­

м е т р о в  р а с п р е д е л е н и я  г е н е р а л ь н о й  с о в о ­
к у п н о с т и .  В  с и л у  н е о д н о з н а ч н о г о  р а с п о л о ­

ж е н и я  к р и т и ч е с к и х  з о н  д л я  K i , i  = 1 , m  -  r  п р и

з а д а н н о м  G  ц е л е с о о б р а з н о  п р и м е н и т ь  м е т о д  
с т о х а с т и ч е с к о й  и н д и к а ц и и ,  с о г л а с н о  к о т о ­

р о м у  G ( k  , i  =  1 , m  -  r )  в ы с т у п а е т  в  р о л и  с у ­

п е р и н д и к а т о р а  [ 1 , 2 ].

С т о х а с т и ч е с к и й  с у п е р и н д и к а т о р  S  п р е д ­

с т а в л я е т  с о б о й  в е р о я т н о с т ь  с о б ы т и я ,  и с х о д

которого зависит от соотношения двух или 
нескольких случайных величин. В нашем 
случае супериндикатор выступает в роли 
непараметрического критерия согласия. 
Правомерность его использования базирует­
ся на следующем утверждении.

Пусть требуется проверить гипотезу 
# 0  : G(S) = G1(S1), где G1(x)  -  функция ги­
потетического распределения случайной ве­
личины х . Введем в рассмотрение случай­
ные величины S  = G(х) и S 1 = G 1(х ). Тогда, 
если выполняется равенство G( х) = G1 (х ) , то 
справедливо выражение #0  : F(S) = F1 (S1), 
где F  (S) и F1(S1) -  функции распределения
супериндикаторов S  и S 1. Следовательно, 
проверка гипотезы Н 0 равносильна провер­
ке гипотезы # 0 .

Процесс формирования супериндика­
тора S , его функции распределения F (S ) и 
основанного на нем непараметрического 
критерия согласия для некоторых основных 
законов распределения генеральной сово­
купности, а также исследование его мощно­
сти, подробно изложены в работе [2]. Заме­
тим, что подобным образом могут быть 
сформированы супериндикаторы для раз­
личных законов распределений. Однако по­
лучить конечные аналитические зависимо­
сти не всегда возможно. В таких случаях 
задача может быть решена численными ме­
тодами. При наличии некоторых априорных 
данных о классе распределения генеральной 
совокупности, например, когда известны 
параметры предполагаемого закона, прове­
рить гипотезу можно, проведя преобразова­
ния имеющихся случайных величин в рав­
номерные, нормальные или экспоненциаль­
ные и воспользовавшись соответствующим 
супериндикатором для идентификации пре­
образованных случайных величин.

Теорема [3]. Пусть дана выборка
(п) (п) ~х1 ',..., хп случайных величин из генераль­

ной совокупности с нормальным законом 
распределения N ( m ,  а ), где m  -  математиче­
ское ожидание; а  -  среднеквадратическое 
отклонение.
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Е с л и  п о с л е д о в а т е л ь н о с т ь  с л у ч а й н ы х
(n) (n)

в е л и ч и н  x \  ' , . . . ,  xn  п р е д с т а в и т ь  в  в и д е  в а ­

р и а ц и о н н о г о  р я д а

x(n) <... <x n  <... < .x<”),

( ) n_ 1  ( )
г д е  xkn) =  2  x ( n) /  k  и  k  =  n  -  2 , т о  п л о т н о с т ь

i=1

с о в м е с т н о г о  р а с п р е д е л е н и я  о т н о ш е н и я

к  =
x(n) _ x(n)

k 4 - ,  к е  [ 0 ;1 ] , n  =  3 , . . . ,  да
(n)  _  v (n)x „  '  _  x

и м е е т  в и д

f  ( к )  =
(A  _ к )

a r c t g V k V к 2  _  2 к  +  A  ( к 2  -  2 к  +  a )

г д е  A  =  ( k  + 1 )  /  k

Д о к а з а т е л ь с т в о .  В  р а с с м о т р е н и е  с л е ­

д у е т  в в е с т и  с л у ч а й н ы е  в е л и ч и н ы

v (n)v k v n)'11
vk ) (n) 4 к

у 1 = - ^ -  _ v ); у 2 = —■sfh

v  n)
Vk _ v (n)

к = л/ k

V ,") _ n (n) ■

Т о г д а

V(( n) = У1
f \1

V У 2 к У
; vkn) = y ^

у
1 1

Л
1  + ------------

V У 2 к У

П(пП) = ^
У 2

С л е д о в а т е л ь н о ,  я к о б и а н

4iin), nin), v:)):
^Уь  y2 , к)

(

_ 1_ 1

У 2  к

1 1  11  + -------------------------

V  У 2 к /

J _

У 2

У 1

У 2

Л _,2

V k  _  4 V F
У 2  к

I I
у  2

0

=  _ 4 k У 1

2  2 
У 2  к

З н а ч и т

f  (Уl, У2, к ) = -1  f  (v (( n), vkn ), v (nn) )> Сн

1 1

f
У 2 к

1+ -1  _  I
, У 2  к  

J _

У  2

У-L

y \

У 1

к
Л

v k  _ У 1

У22 к

У±
У 22

=  3! e x p (  y 2  /  2 ) d y f  V k
_  42 /3 2 2 ^  .

(2  n )  y  2  к  С  н

г д е  С н -  к о э ф ф и ц и е н т  н о р м и р о в а н и я .  

П о э т о м у

f  (У 2 , к )  =  -
3 V k

пС „ у2 к 2 dyfd

2  , , ; _ . 2  , о . . 2

г д е  d  =

н У 2  к  

a y  2  +  a y 2  +  £ к 2  +  2 к
2 2  

У 2  к

В в е д е м  о б о з н а ч е н и я :

2
a  =  Л к  _  2  Л к  +  k  +  1 ; 

b  =  2  k  к  2  _  2  k  к  _  2  к

c  =  2  к  2  +  £ к  2

Т о г д а

b 1 =  b  /  a  ; c 1 =  c  /  a  .

f  (У2’ к)=пС ;x

к У 2 4 k

a 4 a  ( У 22 +  b 1 У2 +  c 1 ) ^ [ y ^ + b L y 2 + C l  

С л е д о в а т е л ь н о ,

(  )  Зл/ k к  f  b1  )
f  ( к  * = п ^ о с н  1 y  _  7 y 2 } '
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Зл/kк • 4(2кк2 -  2кк -  2к) 

%C^yfa(b2 -  4ac)
f  (К) = „ ^ , 2

г д е  b 2  -  4 a c  =  4 к 2 { - 2 к 2 к  +  2 к к  -  ( к  +  1)}

f  (к) =

Т а к и м  о б р а з о м ,

З ( A  -  к )

%Сн %Сну[к2 2к , A { к 2/ к  -  2 к  +  A | к  -  2 к  +  A  

У ч и т ы в а я ,  ч т о

F ( к )  =  6  a r c t g
n CK

(
к

л / к 2  -  2 к  +  A

и

Сн = —a rc tg -v /k ,
6_ 

п
п о л у ч и м  о к о н ч а т е л ь н о

A - к
f  (к) =

a r c tg  V k  ( к 2  -  2 к  +  Л ^ 2 к 2  -  2 к  +  A 

С л е д о в а т е л ь н о

к
a r c tg  -’ I 2-------------

т--/ \  V к  — 2 к  +  A

F  ( к )  = ---------a r c t g V k

П р о ц е д у р а  п р о в е р к и  г и п о т е з ы  о  п р и ­

н а д л е ж н о с т и  в ы б о р к и  г е н е р а л ь н о й  н о р ­

м а л ь н о й  с о в о к у п н о с т и  з а к л ю ч а е т с я  в  с л е ­

д у ю щ е м .

1. П о  в ы б о р к е  с л у ч а й н ы х  в е л и ч и н
(n) (n) ^x i  ' , . . . ,  x n  ; с т р о и т с я  в а р и а ц и о н н ы й  р я д

x i ” > < . . . < x k n> < . . . < * < ” >,

( ) n - i ( )
г д е  xkn) =  2  x ( n /  k  и  k  =  n  -  2 , и  в ы ч и с л я е т с я

i=i

x (n) -  x (n) 
к  =  Лk X 1

x(n) -  x (n) '
n л 1

2 . Р а с с ч и т ы в а е т с я  з н а ч е н и е  с у п е р и н д и ­

к а т о р а

к
a rc tg

S  р =  F  ( к )  =  -
к  -  2 к  +  A

a r c tg  V k

3. О п р е д е л я е т с я  к р и т и ч е с к о е  з н а ч е н и е  

с у п е р и н д и к а т о р а  ^ кр =  a ,  г д е  а  -  у р о в е н ь  
з н а ч и м о с т и .

4 . С р а в н и в а ю т с я  р а с ч е т н о е  (S p) и  к р и ­

т и ч е с к о е  ( ^ кр) з н а ч е н и я  с у п е р и н д и к а т о р а .  
Е с л и  S p <  S p ,  т о  г и п о т е з а  о  н о р м а л ь н о м  з а ­

к о н е  р а с п р е д е л е н и я  и с х о д н о й  в ы б о р к и  о т ­

в е р г а е т с я ;  е с л и  S p >  £ кр, т о  о т в е р г н у т ь  в ы ­

д в и н у т у ю  г и п о т е з у  н е т  о с н о в а н и й .

Р а с ш и р е н и е  в о з м о ж н о с т е й  п р и м е н е н и я  

м е т о д а ,  п р е д л о ж е н н о г о  д л я  и д е н т и ф и к а ц и и  

м о д е л е й  о т к а з о в  (в  т о м  ч и с л е  и  в е р о я т н о с т ­

н о - ф и з и ч е с к и х )  р а д и о а п п а р а т у р ы ,  д о с т и г а ­
е т с я  с  п о м о щ ь ю  п р е д в а р и т е л ь н о г о  о п е р а ­

т о р н о г о  ( а л г е б р а и ч е с к о г о  и л и  и н т е г р о д и ф -  

ф е р е н ц и а л ь н о г о )  п р е о б р а з о в а н и я  и с х о д н о й  
и н ф о р м а ц и и .
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