Intelligent monitoring of the condition of hydrocarbon pipeline transport facilities using neural network technologies

Mariia Yu. ZEMENKOVA, Elena L. CHIZHEVSKAYA, Yury D. ZEMENKOV
Tyumen Industrial University, Tyumen, Russia


Abstract. The national strategic goal of the Russian Federation is to ensure the safety of critical technologies and sectors, which are important for the development of the country's oil and gas industry. The article deals with development of national technology for intelligent monitoring of the condition of industrial facilities for transport and storage of oil and gas. The concept of modern monitoring and safety control system is developed focusing on a comprehensive engineering control using integrated automated control systems to ensure the intelligent methodological support for importing substituting technologies. A set of approved algorithms for monitoring and control of the processes and condition of engineering systems is proposed using modular control robotic complexes. Original intelligent models were developed for safety monitoring and classification of technogenic events and conditions. As an example, algorithms for monitoring the intelligent safety criterion for the facilities and processes of pipeline transport of hydrocarbons are presented. The research considers the requirements of federal laws and the needs of the industry.
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Introduction. Relevance of the task of digitalization, intellectualization of key industries and development of modern technologies for controlling the processes and facilities is mentioned in the latest research papers [1-3] and a number of federal documents: the national program “Digital Economy of the RF” (approved by the Presidium of the Council under the President of the RF for Strategic Development and National Projects, Protocol N 7 dated 04.06.2019), Strategy for the Development of the Information Society in the Russian Federation for 2017-2030 (Decree of the President of the RF N 203 dated 09.05.2017), National Strategy for the Development of Artificial Intelligence for the Period until 2030 (Decree of the President of the RF N 490 dated 10.10.2019), Resolution of the Government of the RF “On conducting an experiment on the implementation of a remote control system for industrial safety” (dated 31.12. 2020 N 2415) and other documents on safety and ecology, industry programs [4, 5].

The Department of Hydrocarbon Resources Transportation of the Tyumen Industrial University proposed an essentially new concept of the system of intelligent neural network engineering control, forecasting, and preventing technogenic events, emergencies, incidents, accidents and optimizing engineering solutions in control of the technological processes of hazardous production facilities (HPF) of pipeline transport of oil and gas [6-8]. The strategic goal of creating such a system is to ensure the effective control of pipeline transport facilities as one of the most important sectors of national
industry which, in turn, will require the solution of serious and significant tasks related to the development of methodology, a set of procedures and algorithms, and software implementation. In addition, in the conditions of modern economy, the problem of import substitution is pressing. In global practice, there are some developments dealing with resolving the certain problems when constructing models with an intelligent component: to assess the reliability of petroleum products supply [6, 7]; identification of defects in the assessment of the engineering condition [8, 9]; evaluation of the dynamics of corrosion processes [9-11]; predicting the hydraulic characteristics of flows [12-14], hydraulic machines [15] as well as the design position of structures [16-18]. However, a single concept of integrated intelligent safety control in oil and gas industry is not presented or is shown fragmentarily [19].

Many Russian research papers [20-22] deal with the problems of creating systems for monitoring the reliability and safety of hydrocarbon transport processes by the main pipelines, but the question of providing an operational automated predictive monitoring of technogenic events and conditions during oil and gas transport is still open. To consider various security threats and factors reducing the reliability in the system of main oil and gas pipelines, a rather wide range of diagnostic monitoring tools is used and developed [23-25] including those for real-time operation [24-26] as well as models for predicting the mode parameters, leaks, and losses [27-29]. In papers [30-32] the scientific problems of an intelligent assessment of the parameters of hydrocarbon transport systems are resolved; however, the models known in the industry are not applicable for monitoring the condition and universal solution of safety control problems.

According to the official reports of Rostekhnadzor, in recent years, there occurred a steady decrease in the accident rate at the facilities of the main transport and storage of oil and gas (Fig.1); however, incidents occur, and accidents can reach the scale of a national catastrophe (diesel fuel spill near Norilsk on May 29, 2020). This points to the necessity not only to monitor the background risks [20], but also to create the systems of automated predictive monitoring with functions of control and prevention of technogenic events and their development based on modern models considering all the threats. The development and application of a universal intelligent approach in combination with available scientific developments for solving the tasks, and its systemic application in control [33-35] makes it possible to create a system for managing the condition of facilities of the new generation.
Despite a new wave of scientific interest to neural networks due to increasing power of computers and modelling tools, overgrown bases of neural network architectures for various purposes, certain experience in implementing when solving the problems of controlling the efficiency and safety [31, 32] of gas and oil pipeline trunk facilities, the task of creating universal systems for predictive monitoring of the safety of condition and processes is currently of high priority.

Methods. The developed system is original and aimed at ensuring independence from foreign suppliers and information safety of control technologies. The article considers some features of the author's methodological support for the development of predictive intelligent safety monitoring systems. The task of real-time monitoring is different in that it is necessary to consider regular updates of regulatory documentation at the federal level, which is still focused on assessing the safety taking into account the up-to-date information on reliability and ensuring the efficiency of the processes. The methodological approach implies the use of the scientific base available in the industry and developed over generations using neural network technologies. The criterial approach is applied, and a set of criteria is proposed reflecting the properties of oil and gas pipeline facilities as a technical object. Thus, for example, when ensuring safety, not only the criteria specific to complex sets of engineering and technical structures are taken into account, but also the internal and external threats, reliability, efficiency of the technological processes, factors of interaction with technogenic, anthropogenic and natural environments.

A systematic analysis of the requirements of current regulatory and technical documentation and the results of scientific developments in the field of reliability, safety, and the practice of monitoring oil and gas pipelines showed that in production they are limited to assessing the performance, technical condition, and residual life. The tasks of assessing and monitoring safety are reduced to declaring, and reliability assessment – to calculating point estimates of indicators and fixing them for a certain period.

Thus, to create a universal control system, but specialized in accordance with properties of the facilities, a base of point control models and real-time models is required. Despite the availability of large databases at enterprises, each module of the control system should be clearly structured and provided with a methodological basis for processing the data flow, for example, on oil and gas transport modes, operating modes of process equipment, engineering status, energy consumption, labour costs, repairs accomplished, and resources expended, volumes of spare parts and materials, quality of work, service life, etc. The tasks of predicting the condition of hazardous production facilities and their subsystems are very difficult from the physicotechnical point of view but can be partially solved using the intelligent approach.

To solve the problems of controlling the intelligent methods, the authors developed a universal methodology by creating neural network models for monitoring the safety of oil and gas pipeline transport facilities (Fig.2). The advantage of the procedure is that depending on the tasks set at the first stage, an individual solution algorithm can be formed. The methodology for creating a model provides for eight main stages, at each of which a scientific decision is taken supported by the technological features of the production processes, facilities, a systemic approach to the goal and tasks of monitoring, mathematical methods of solution and the potential of neural networks.

At the first stage, the key task of monitoring is set. Thus, for example, the classification of technogenic events (according to Safety Guide N 29 approved by the Order of Rostekhnadzor dated 24.01.2018) corresponds to paragraph 1.2 (Fig.2), and the task of predictive monitoring corresponds to paragraph 1.4. When setting the mathematical models, taking into account the capabilities of the diagnostic base, an optimal neural network model is formed with hyperparameters, type of learning, and, thus, an individual trajectory is developed that allows solving the problem. Let us consider an example of implementing neural network models for classifying the technogenic events and predicting the intelligent safety criterion.
Currently, risk assessment is applied according to the system of indicators. The criterial approach proposed by Professor N.A. Makhutov [1, 4] is particularly relevant for the development of real-time monitoring systems. Based on the criterial approach, the authors of the article proposed to introduce the concept of a complex intelligent safety criterion

$$K_s = f(K_{sv_1}, K_{sv_2}, \ldots, K_{sv_m}),$$  \hspace{1cm} (1)

where $K_{sv_1}, K_{sv_2}, \ldots, K_{sv_m}$ are safety criteria according to the system of signs and by groups established by federal laws (mechanical (FZ N 384), informational (FZ N 149), fire (FZ N 123), ecological (FZ N 7), national (FZ N 390) etc.); $v_i$ – type of safety; $i$ – serial number, $i \in [1; m]$.

Functional dependence for assessing the intelligent safety criterion (upper-level criterion) will have the following form:

---

**Fig.2. Algorithm for implementing the methodology for creating a neural network model for the facility safety monitoring system ($Z_i$ – safety indicator; $y_i$ – parameter scanned by the monitoring system)
\[ K_s^i = OUT(K_{sv1}, K_{sv2}, \ldots K_{svn}), \]  
(2)

where \( OUT(K_{sv1}, K_{sv2}, \ldots K_{svn}) \) is output signal of a neural network of arbitrary architecture for facility \( t \).

Safety criterion of the next hierarchical level is determined by the set of input safety criteria of the input level or characteristics of the facility (process)

\[ K_{svi} = f(Z_{v1}, Z_{v2}, Z_{v3}, \ldots Z_{vi}), \quad K_{svi} = OUT(Z_{v1}, Z_{v2}, Z_{v3}, \ldots Z_{vi}), \]  
(3)

where \( Z_{v1}, Z_{v2}, Z_{v3}, \ldots Z_{vi} \) are basic level safety criteria (estimated by the parameters of processes and systems scanned by diagnostic and dispatching systems).

Boundary conditions for applying the safety assessment model

\[ K_s^i = 1 \text{ at all } K_{svi} = 1; \quad K_s^i = 0 \text{ at all } K_{svi} = 0; \]  
(4)

initial conditions are determined by the maximum value at the start of operation \( K^i_{s0} = 1 \), at the time of launching the monitoring system at an arbitrary point in time (actual value):

\[ K^i_{s0} = K^i_{s0*}. \]  
(5)

When classifying the technogenic events (for example, into five groups (according to Safety Guide N 29 approved by the Order of Rostekhnadzor dated 24.01.2018), the condition should be met at which:

\[ K_s^i > K_{s4} \quad \text{at all } K_{svi} \in E_{5+}; \]
\[ K_{s4} > K_s^i > K_{s3} \quad \text{at all } K_{svi} \in E_{4+}; \]
\[ K_{s3} > K_s^i > K_{s2} \quad \text{at all } K_{svi} \in E_{3+}; \]
\[ K_{s2} > K_s^i > K_{s1} \quad \text{at all } K_{svi} \in E_{2+}; \]
\[ K_{s2} \geq 0 \quad \text{at all } K_{svi} \in E_{1+}, \]

where \( E_{1+}, E_{2+}, E_{3+}, E_{4+} \) are a set of conditions each of which is a group of technogenic events of hazard level 1, 2, 3, 4; \( E_{5+} \) – condition of safe operation in the absence of deviations and threats.

We set the threshold values \( K^i_{s1}, K^i_{s2}, K^i_{s3}, K^i_{s4}, K^i_{s5} \) for the subsequent intelligent evaluation of the weight coefficients of factors or significance coefficients of synaptic connections for subsequent intelligent calculation of threshold values.

To initiate a neural network according to the mathematical and technical basis [36], a heuristic analysis of the situation should first be performed. The analysis of possibilities of diagnostic apparatus determines the number of sensors – the number of neurons in the input layer, the number of scanned properties – the number of hidden layers. Thus, for instance, when monitoring the modes the number of sensors will be identical to that of scanned process parameters; when assessing the technical status – to the number of characteristics evaluated during diagnostics; when evaluating the resource – to the number of scanned parameters of the corrosion process, the stress-strain state and degradation factors, technical condition of the line part of the pipeline – based on the results of diagnostics with regard for the thickness measurement, profiling, defect characteristics, etc. As a result, from the systemic point of view, a certain set of source data corresponds to a certain conclusion which the neural network should identify, and which can be expressed as an integrated assessment or condition.

To assess the dynamics, the authors introduced the concept of the coefficient of change in the safety criterion during operation

\[ C = K_{s,ac}/K_{s,pr}, \]  
(7)

where \( K_{s,pr} \) is a complex safety criterion of a facility with design properties; \( K_{s,ac} \) – a complex safety criterion of a facility with actual properties in the operating mode; \( K_{s,pr} = K_{s,ac} = 1 \) is design value for a new facility; \( C \in (0;1) \) \( K_{s,ac} \in (0;1) \) – area of functions definition.
Thus, the regulated risk approach can be synchronized and supplemented with an intelligent approach considering various properties of the facility. For example, according to the authors, to consider the actual technical condition and reliability of oil and gas pipelines, it is advisable to calculate risk indicators taking into account the intelligent criterion of mechanical safety

$$K_{m.s.} = f(Z_{m1}, Z_{m2}, Z_{m3}, \ldots Z_{mn}),$$  \hspace{1cm} (8)

where $Z_{m1}, Z_{m2}, Z_{m3}, \ldots Z_{mn}$ are zero-level mechanical safety criteria at a specific industrial facility (each of the criteria should reflect actual change in technical condition of the facility in relation to the design one; when substantiating compliance – to the normative one).

For a comprehensive assessment of the safety of hydrocarbon transport modes (or any operation), the safety criterion for the technological process is proposed according to the function (Fig.3) depending on the system of variables:

$$K_{s.t.p} = f(Z_{r1}, Z_{r2}, Z_{r3}, \ldots Z_{rl}), \quad K_{s.t.p} = \text{OUT}(Z_{r1}, Z_{r2}, Z_{r3}, \ldots Z_{rl}),$$  \hspace{1cm} (9)

where $Z_{r1}, Z_{r2}, Z_{r3}, \ldots Z_{rl}$ are safety criteria of basic zero level (obtained on the basis of measured and formalized parameters of processes and systems).

Let us consider, as an example, how the models can be implemented to assess the safety of the technological process at an oil pumping station. The developed algorithms and models can be applied in an arbitrary programming environment that provides algorithms for the operation of neural networks or the mathematical apparatus of machine learning. Let us consider some features of implementation and verification of models for assessing safety and identifying conditions in the Matlab environment.

Control sample of the identification network contained a data bank of over 1,000 examples scanned during dispatching control and control of technological modes of oil transport using the example of the main pumping station in various loading options. The neural network was trained on a retrospective sample on the dynamics of a set of parameters corresponding to technogenic events 1, 2, 3, 4 and normal operation in condition 5 according to the current classification of technogenic events for hazardous production facilities. The structure of the training sample reflected actual operating conditions, when the facility is in normal operation mode most of the time, i.e., in condition 5; and at initial deviations from the optimal parameters of the processes – in condition 4. Sample size of being in condition 3, 2, 1 is identified from the emergency parameters of equipment. There were no accidents or incidents during the operation process in accordance with safety requirements; threshold values of identifiers were set by expertise based on a retrospective analysis of events and requirements of regulatory documents on the operation oil pumping station facilities.

To assess the condition of the system and identify technogenic events in terms of hazard level, an intelligent model was initiated based on a multilayer perceptron of direct propagation with the number of neurons equal to (and a multiple of) the number of sensors on the input neuron layer, namely, the number of scanned mode parameters. Thus, at the input, a data flow for nine neurons was obtained equal to the dimension of the input matrix. The input data matrix contained zero-level safety criteria based on parameters of the technological process of pipeline transport of hydrocarbons, at the output there were five conditions according to the hazard level of technogenic events, the architecture is a two-layer perceptron (Fig.4, a). It should be noted that a two-layer perceptron is the optimal basic
architecture that allows to provide the specified identification accuracy. In some cases, it is necessary and reasonable to complicate the model, increase the number of layers and neurons in a layer; however, there is a risk of retraining error characteristic of neural networks; an analysis of learning indicators is required to ensure maximum convergence and minimum error. For the illustrated models, optimization of network hyperparameters was accomplished, and the most appropriate architectures were shown. Thus, the neural network model was tested in the Matlab programming environment using the Levenberg – Marquardt gradient optimization method [36]. It was ascertained that when modelling threshold values it is necessary to establish critical values and rules at which the values of coefficients will correspond to the threshold ones. According to the authors, two methods of accepting threshold values are reasonable – normalization and calculation by the neural network.

It is known from the production practice that the same deviation of certain mode parameters from optimal or normative parameters in different combinations can be both safe and fatal. It is for such cases that complete production experience, expert assessments, model samples should be considered when forming the database. Databases updated by the batch or sequential procedure should consider all possible cases that can lead to an incident, accident, catastrophe and, of course, predict such events at an early stage. Thus, a neural network fully trained on actual and normative data identifies the input condition of the system in real time mode according to the set of input data placing a unit in the position in the matrix corresponding to the technogenic condition of a certain hazard level. Extraction of synaptic connections in a fully connected neural network can be performed for any layer of the network.

**Results.** The results of optimizing the neural network model for the sample showed the convergence of the neural network at epoch 68 with a learning rate of 0.711 and a starting gradient of 0.602. From the validation curve graph (Fig.4, b) it is seen that the minimum value of cross-entropy is achieved at the number of epochs – 62; subsequent increase in the number of epochs can lead to an overfitting error, thus, the training parameters are optimized: cross-entropy and classification error are minimized. Thus, the network error percentage is minimized (equal to zero) (Fig.5), i.e., there are no classification errors. The shapes of the ROC (Receiver Operator Characteristic) identification truth curves testify to the high accuracy of the model (Fig.5), the classifier errors are minimal. Identification errors in this model can occur when examples of conditions unknown to the intelligent system appear in the data flow. In case of a high-quality formation of the training sample taking into account the preliminary systemic multivariate analysis of the engineering system, possible scenarios for the development of technogenic events as well as timely batch or sequential updates, identification errors are practically eliminated.
Let us consider an example of another possible function of neural network analysis which is necessary for both comparing the safety level, and for making decisions and ranking the facilities. For a comprehensive safety assessment, a neural network was initiated for the model with one computed output. For an intelligent comprehensive assessment of the safety criterion, the architecture of a multilayer perceptron with the number of sensors equal to the number of scanned parameters and threat factors was adopted. To train the model, the number of input parameters was taken equal to nine features (indicators of the facility operation mode), in the layer – two. Network convergence for this model was achieved at epoch 158 with a training rate of 2.0 and gradient 4.29, high regression coefficient (0.999), no validation errors, with rms learning error $2.98 \cdot 10^{-11}$, testing error $1.29 \cdot 10^{-2}$ and learning error $2.98 \cdot 10^{-11}$, which is a high indicator.

Let us consider the following function, which is of particular importance for the prediction of parameters, condition and prevention of undesirable events, emergencies, incidents, and accidents. To solve these problems, a neural network for forecasting the time series and conditions of oil and gas pipelines based on a recurrent neural network of the NARX architecture (non-linear autoregressive with exogenous inputs model) was scientifically substantiated and initiated.

The constructed real-time forecasting model based on the time series is a recurrent neural network with one input and an offset. The specific feature of this model is that the signal vector applied to the sensor layer of the multilayer perceptron is the data of the input signal of arbitrary origin characterizing the condition of the system and of the output signal of the function at previous points in time. In such models, for minimizing the error and ensuring convergence of the series, the number of layers and their dimension increase in comparison with classification and approximation networks. When substantiating the structure, with increasing number of layers, a decrease in prediction errors occurs. A specific feature of the NARX architecture is a possibility of supplying an auxiliary series both with a lag and with reinforcement (additional information for forecasting). Neural networks with reinforcement are of particular importance for solving the tasks of ensuring monitoring of the efficiency of technological processes taking into account not only the structure of transport flows, but also their economic and technological gainings and losses, which is particularly important for creating the optimal paths on decision graphs for process control, maintenance, repair of technological equipment, line part.

As an example, let us consider the results of training a neural network to predict the time series of the process safety criterion in arbitrary non-stationary operation modes of the liquid hydrocarbon transport system (the abscissa shows the hours from the start of monitoring and formation of the
training sample). As can be seen from the graph (Fig.6), with a smooth change in indicators, the model prediction accuracy is correlationally significant: high regression coefficients, low values of autocorrelation error $6 \times 10^{-5}$. The histogram of errors is maximum at an error modulus of 0.003-0.005.

The analysis of technological processes and dispatching operations shows that at stationary processes, the accuracy of forecasting is extremely high, and response deviation values are maximum at points of mode change due to deterministic interference in the operation of the system or the human factor, which cannot be predicted. From the physicotechnical point of view, the neural network remembers the behaviour of the system as a whole in various situations and based on the dynamics of a set of parameters, predicts the following possible scenarios for the development of the event forecasting the hazard level. The architecture of the expert system provides that the safety manager sees not only the target graph but can also analyse the behaviour of subsystems (Fig.7).

![Fig.6. Neural network response and response error in time series forecasting](image1)

![Fig.7. An example of graphic presentation of a fragment of predicting the process safety criterion by a recurrent neural network](image2)
Thus, it is possible to predict the values of safety parameters for a set of parameters for a certain time period in advance. Such forecasts will, undoubtedly, help the operational dispatch personnel in taking decisions, especially under emergency. Practice shows that it is advisable not only to consider and convey the experience of skilled operational dispatch personnel, but also to use it for robotization, digitalization and development of decision support systems in specialized modular expert systems. The author's neural network assessment model allows performing the intelligent predictive online monitoring based on the system of criteria.

Discussion of results. It was ascertained that neural networks can be used with a high degree of efficiency to predict the technogenic events and process parameters. The architecture, hyperparameters of the neural network depend on the character of the investigated process, the volume and quality of training samples, and functional connections within the technical system. With appropriate setting of the model and programming, the training results of the models are characterized by high regression coefficients (0.99), low mean square learning error ($10^{-4}$-$10^{-3}$), low classification (0 %) and validation ((5-8)-$10^{-3}$) errors. It is advisable to use the original intelligent models for predicting safety criteria for pipeline transport processes using recurrent neural networks in real time mode taking into account the flow of incoming information. The analysis of the results of the work indicates that when creating each intelligent analytical system, to ensure the accuracy of forecasting, the conditions for forming a sample, rationale for the neural network architecture for each problem solved taking into account the individual properties of systems and processes are important.

It is shown that the developed approach makes it possible to implement at least three functions: safety assessment, prediction of estimates and parameters, identification of current and future conditions. The intelligent system allows identifying the condition of the facility based on actual and predictive data estimating the predicted time of occurrence of the technogenic event taking into account the incoming threats, degradation factors and diagnostic results that make up the sensor layer of the neural network on any time scale.

Conclusion. The authors have developed a set of multifactorial models for identification, prediction, and classification of technogenic events constructed on a systemic neural network analysis of the data flow of sensory neurons of multilayer direct propagation perceptrons with learning.

The results of model testing at station facilities and line parts of the main hydrocarbon transport make it possible to perform intelligent monitoring of technogenic events promptly in real time mode. It is possible to implement and optimize the decision on the maintenance strategy based on the actual condition at a high technological level, and most importantly, to identify and prevent emergencies, incidents, and accidents of any scale without delay. Implementation of the author's methodological approach in construction of modular systems for controlling the condition of oil and gas transportation facilities makes it possible to increase the efficiency and validity of decision-making on safety control of production processes with maximum efficiency.
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